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Fig. 1. An overview of INFUSE, a visual analytics tool that supports users to understand the predictive power of features in their
models. Each feature is ranked by various feature selection algorithms, and the ranking information is visualized in each of the three
views within the system. On the left, the Feature View provides a way to visualize an overview of all features according to their rank
using a variety of layouts. On the top-right, the List View provides a sorted list of all features, useful for selections. On the bottom-right,
the Classifier View provides access to the quality scores of each model. Each of the views are coordinated, and users can brush
between all three views.

Abstract— Predictive modeling techniques are increasingly being used by data scientists to understand the probability of predicted
outcomes. However, for data that is high-dimensional, a critical step in predictive modeling is determining which features should be
included in the models. Feature selection algorithms are often used to remove non-informative features from models. However, there
are many different classes of feature selection algorithms. Deciding which one to use is problematic as the algorithmic output is often
not amenable to user interpretation. This limits the ability for users to utilize their domain expertise during the modeling process.
To improve on this limitation, we developed INFUSE, a novel visual analytics system designed to help analysts understand how
predictive features are being ranked across feature selection algorithms, cross-validation folds, and classifiers. We demonstrate how
our system can lead to important insights in a case study involving clinical researchers predicting patient outcomes from electronic
medical records.
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1 INTRODUCTION

The visualization research community has usually focused on devel-
oping techniques and systems to support the analysis of datasets, with
limited analysis of the relationship between datasets and the construc-
tion of models on top of them. However, there are a growing number
of data scientists interested in more than just interpreting their data:
they want to understand their data and predictive probabilities asso-
ciated with them. Providing visual support for this kind of task has
become important as many existing applications on the market and in
scientific settings need to solve problems that are predictive in nature,
e.g. prediction of customer behavior, diseases, drug effectiveness.
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Predictive modeling is defined as the process of developing a math-
ematical tool or model that generates an accurate prediction [10].
However, building an accurate predictive model is far from trivial.
First, modelers must construct cohorts, or distinct groups, to divide
their datasets into cases and controls. Then, they must use a feature
construction technique to define the feature vector. Next, they must
define the parameters for cross-validation to ensure the results are sta-
tistically valid and robust. Then, they need to choose a feature se-
lection algorithm to extract the informative features and include them
in a model. And finally, they need to choose a classifier to evaluate
the predictiveness of the model. For each of these decisions, there are
a variety of techniques for cohort construction, feature construction,
cross-validation, features selection, and classification to choose from,
and there are currently no systematic guidelines to decide which al-
gorithms are most appropriate for which types of datasets. Making
the wrong choices can cause predictive models to fail. Kuhn and John
argue that many predictive models fail because, “predictive modelers
often only explore relatively few models when searching for predictive
relationships [...] due to either modeler’s preference for, or knowledge
of, or expertise in, only a few models or the lack of available software
that would enable them to explore a wide range of techniques” [10].
We use these current limitations as motivation to research how visual
analytics may improve the process of predictive modeling.
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Fig. 2. Steps of a typical predictive modeling pipeline. For each step, we provide the details of the running example we use throughout the paper.

Our proposed research focuses on an important step in the pre-
dictive modeling pipeline: feature selection. When data is high-
dimensional, feature selection algorithms are often used to remove
non-informative features from models. Again, the analyst is con-
fronted with the decision of which feature selection algorithm to uti-
lize, and even if the analyst decides to try out multiple types, the algo-
rithmic output is often not amenable to user interpretation. This limits
the ability for users to utilize their domain expertise during the mod-
eling process. To improve on this limitation, we developed INFUSE
(INteractive FeatUre SElection), a novel visual analytics system de-
signed to help analysts understand how predictive features are being
ranked across feature selection algorithms, cross-validation folds, and
classifiers. We describe the tasks associated to the feature selection
and understanding process and provide a design rationale for our solu-
tion. We also demonstrate, through case studies, how the system can
lead to important insights for clinical researchers predicting patient
outcomes from electronic medical records.

Concretely, our contributions include:

� A design and implementation of a predictive modeling explo-
ration system, INFUSE, for understanding how predictive fea-
tures are being ranked across feature selection algorithms, cross-
validation folds, and classifiers.

� An Interactive Model Builder, where users can create customized
models based on insights reached with INFUSE, and then have
their results evaluated in comparison to automated methods.

� A case study of domain experts using INFUSE to explore predic-
tive models in electronic health records.

2 MOTIVATION

2.1 Predictive Modeling in Healthcare
Predictive modeling is a common and important methodology used in
medical informatics and healthcare research. For instance, it can be
used to detect diseases in patients early before they progress [3] and
to personalize treatment guidelines to understand which populations
will benefit from an intervention [8]. In order to derive such insights
and build successful predictive models, it is common for healthcare
researchers to implement, evaluate, and compare many models with
different parameters and algorithms. A common workflow for pre-
dictive models is a 5-step process, illustrated in Figure 2: (1) cohort
construction, (2) feature construction, (3) cross-validation, (4) feature
selection, and (5) classification. There are currently few tools that sup-
port this complex workflow for predictive modelers.

A recent platform, PARAllel predictive MOdeling (PARAMO) [13],
enables users to specify a small number of high-level parameters to
support this 5-step workflow. PARAMO then uses Map-Reduce to ex-
ecute these many tasks in parallel. After the models have been con-
structed and evaluated by classifiers, users can compare area under
curve (AUC) scores of different models and select the ones with the
highest predictive power. While this ability to construct and evaluate
models at scale is an important breakthrough for clinical researchers,

the clinical experts are still left out of the loop at each of these 5 stages,
as each of the algorithms act as a black box.

This type of workflow limits the ability of clinical researchers to use
their domain knowledge to assist in the model building phase. While
multiple models may have similar performance in terms of prediction
accuracy, there is a desire to ensure that models with more clinically
meaningful features are selected [5].

2.2 Running Example: Diabetes Prediction
In order to make our contributions concrete, we utilize a running exam-
ple from our case study. Our case study involves a team of four clinical
researchers interested in using predictive modeling on a longitudinal
database of electronic medical records. The research team consisted
of one MD researcher with a background in emergency medicine,
and three PhD researchers with backgrounds in healthcare analytics.
Their database features over 300,000 patients from a major healthcare
provider in the United States. The team is interested in building a pre-
dictive model to predict if a patient is at risk of developing diabetes,
a chronic disease of high blood sugar levels that causes serious health
complications.

From this database, the team constructs a cohort (Step 1) of 15,038
patients. 50% of these patients (7,519) are considered incident cases
with a diagnosis of diabetes. Each case was paired with a control pa-
tient based on age, gender, and primary care physician resulting in
7,519 control patients without diabetes. From the medical records of
these patients, they extract four meaningful types of features (Step 2):
diagnoses, lab tests, medications, and procedures. In total, there were
1,627,736 diagnosis events (6,709 unique types), 361,026 lab events
(193 types), 818,802 medication events (344 types), and 853,539 pro-
cedures (4,403 types). For our visualization, we only consider types of
features that were picked by feature selection algorithms which results
in 859 features to display.

Next, in order to reduce the bias of the predictive models, the team
uses 10 cross-validation folds (i.e. random samples) (Step 3) to divide
the population randomly into 10 groups. After cohorts, features, and
folds are defined, the clinical researchers are ready to use feature selec-
tion. The team has four feature selection algorithms implemented and
available to them (Step 4): these include Information Gain and Fisher
Score, which have been used extensively by the researchers, as well
as two new ones which were recently implemented by their technolo-
gists: Odds Ratio and Relative Risk. Finally, the team evaluates each
selected feature set as a model using four classifiers (Step 5): Logistic
Regression, Decision Trees, Naive Bayes, and K-Nearest Neighbors.

Typically, this team executes a pipeline of multiple feature selec-
tion algorithms, and chooses the model that ends up with the best
scores from the classifier. Although this team has an interest in em-
bedding domain knowledge into their models, their current platform
for running predictive models does not have a user interface where
users can view or edit the specific features that make up each model.
Therefore, resulting models are typically not interpretable by domain
experts, and do not support bringing in their medical expertise by pri-
oritizing or removing features that may not be relevant to the disease
they are modeling.
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Fig. 3. An overview of INFUSE, a system for interactive feature selection. On the left, the Feature View provides a way to visualize an overview
of all features grouped by type and then sorted by importance. The color key for the feature types and subtypes are shown at the bottom. The
buttons and combo boxes at the bottom can be used to switch layouts and define the axes of the scatterplot view shown in Figure 6. On the
top-right, the List View provides a sorted list of all features, useful for selections. This list can be filtered using the search box above. Currently only
features containing the term “gl” are shown. The remaining features are sorted by the number and position of the search term occurrences. On the
bottom-right, the Classifier View (Figure 7) provides access to the quality scores of each model. Users can also select features and build custom
models with the Interactive Model Builder.

2.3 Task Analysis
The data analysis team initially expressed an interest of having a vi-
sual analytics system to aid them in making sense of the complex in-
formation generated by the modeling pipeline. During our interviews
we agreed to focus on the feature selection and classification steps,
as they needed visualizations to reason about the effects of choosing
different combinations of the available algorithms. Without such visu-
alizations, the researchers ability to choose among different algorithms
is ineffective.

Through our interactions with the analysts we derived three main
tasks that guided the design of INFUSE:

Task1 - Comparison of feature selection algorithms. In data sets
with thousands of features, it is important to have a quick way to
understand how feature selection algorithms rank different fea-
tures differently. Some of the typical questions the researchers
ask are: “Which features are consistently ranked highly by all
the algorithms?”; “How much do the algorithms differ in their
ranking?”; “Are there features that have a high rank with some
algorithms and a low rank with some others?”; “How robust are
the rankings with respect to different data samples?”

Task 2 - Comparison of classification algorithms. The output of
each feature selection algorithm is used to feed a series of clas-
sification algorithms. At the end of this process, the user is left
with a F ×C number of performance comparisons, where F is
the number of feature selection algorithms and C the number of
classification algorithms. Typical questions our researchers ask
are: “Which combinations of feature selection and classification
algorithms give the best scores?”; “Are there feature selection

algorithms that score consistently better across the set of clas-
sification algorithms?”; “Are there classification algorithms that
score consistently better across the set of feature selection al-
gorithms?”; “Which sets of features are selected in the model(s)
that give the highest performance?”

Task 3 - Manual selection and testing of new feature sets. Related
to the last question of Task 2, the researchers see value in being
able to add or remove features of interest from models. This
is desired because there can be additional domain-relevant
knowledge, beyond model performance, to introduce a desired
feature or remove an undesired one. Typical questions our
researchers ask are: “How does the performance of the model
increase or decrease if I remove or add these features?”; “How
does a new model compare to the models automatically built by
the system?”

INFUSE was designed to support these three tasks by providing a
visualization of large sets of features and how these features are used
by the modeling algorithms. After several design iterations, we con-
verged on a visual design where features are first-class citizens of the
visual representation: that is, each visual object in the main view rep-
resents a feature and its design and layout reflects information obtained
from the algorithms. A representation centered on features aligns well
with the analysts’ mental model and makes features easily identifiable
through their names. Each feature, in fact, represents real-world enti-
ties like medications, lab tests and diagnoses, that have rich semantics
and can be easily identified and understood by domain experts.
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